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Motivation Making artificial intelligence (Al) models more accessible and easy - - Original policy
to fix or personalize through human-computer interaction (HCI) techniques. Livec: W Goincr @ Tiwe: iva

What are we doing? A novel interaction method that uses interactive o
explanations.

How are we doing? We use an interactive reinforcement learning (RL)

method that exposes the thinking procedure of the learning agent. In this setting,
users can align the bot’s behavior to fit their intentions by creating policy patches.

Interactive explanation

Because EnemyDistanceX is b3 and
Box5Type Is air, It Is certain that it's safe
performing action RunRight. Therefore,
my plan Is taking action RunRight to
achieve goal Make Progress in X.
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language template. to make a global change.
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